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The HealthCare.gov fiasco is a clear
example of how businesses can seriously
undermine their business goals when launching a
new app or user platform. Brands must do
performance testing even when their app or
website has much smaller loads than
HealthCare.gov.

FastCompany 4 Lessons From Healthcare.gov Epic Failure
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OTHERS...

8 G ) - Nordstrom's website is crashing on one of the retailer's
e . biggest shopping days of the year

CBOE Crash

MoviePass &
@MoviePass

Our app is currently down and we're working

HANG ON A SEC...

OUR SITE'S EXPERIENCING MORE TRAFFIC THAN USUAL,

BUTYOUL BE ABLE TO OFT BACK T0 SHOPPING SHORTLY. hard to get it back up and running for you!
THANKS FOR YOUR PATIENCE=SORRY 08 We apologize for any inconvenience. If you're
a current member and had to pay out of
e pocket, please submit your ticket stub or

receipt to refunds@moviepass.com.

At least four retailers — Macy's, Lowe's, and U.K.-based retailers the
Perfume Shop and Game — were affected by technical glitches on Black
Friday that slowed purchasing activity and transaction processing on the
busiest shopping day of the year. In each case, the problems were

) psrrmLmrmmce 4
(J reportedly resolved within hours.



IT downtime costs North American businesses $700 billion
annually, mostly due to loss of employee productivity

Cost to fix
L 5%

_— Revenue loss
17%

Annual

aggregate
cost:

$700 billion

Productivity loss

78%

© IHS, IHS Infonetics The Cost of Server, Application, and Network Downtime:
Annual North American Enterprise Survey and Calculator; 2016
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PERFORMANCE MATTERS

IN DOLLAR TERMS,

this means that if your site
earns $100,000 a day, you could

lose $2.5 MILLION

in sales.

A 1-second
delay in page
load time

Equals 7%
loss in
conversions

Equals 11%
Fewer page
views

Equals 16%
decrease in
customer
satisfaction

p)

TOTAL
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NOT ALL ABOUT THE MONEY

Is.the risk of customer complaints.really worth incomne rou
not performance testinge

Predicatable

deployments Understand scalablity

with or w/o cloud

CDN
erformance
P Container scalablity
Customer Proper infrastructure |
satisfaction sizing \
Avutoscaling in the
cloud

| TOTAL
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More frequent releases

Automation
implemented as part
of the SDLC, some ClI,

CD maybe not Performance sfill often

left until the end

Teams still not fully

connected Performance often not
included until major
releases
CJ ,:Y)-Lgfmrmmce 10
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CHALLENGES
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DevOps Movement

Continuous Continuous Continuous Continuous
Waterfall Agile Lean Integration Delivery Deployment Operations

12



13

CJ pérformance

NEW REQUIREMENTS

Cultural and Behavioral changes fo the organization

Start to think about performance early from
requirements to initial architecture decisions

Include performance as stories and backlog items
(non-functional requirements)

Integrate with different team members

Testability

Creating Performance Defects
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MEETINGS

@ pofformance

TEAMWORK

FEEDBACK

©

Monitor

f

Operate
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AUTOMATION
AUTOMATION
AUTOMATION

DevOps emphasizes automation

Build performance into the
DevOps automation process

More data analysis conducted

Testing is automated
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» Scripting challenges

Service Virtualization
* Infrastructure sizing

« Availability of back end system
» Test earlier (service not fully
ready yet)

DEVOPS TOOL STACK

Github  Jilgig T B O

‘}git B)FitNesse ¢3Bamboo °@
Chef

@ Bitbucket -'3‘ “@
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DEPLOYMENT

L}

MONITORING COLLABORATION

© New Relic.
Nagios’
CloudWatch

dynatrace

< BT
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LOAD TESTING TOOLS

TYPICAL REQUIREMENTS:

» Project and product requirements
« Cloud based load

* Internal vs external traffic or both
« Skill sets required

* Budget

(W)
35'
3
g
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THINGS TO ALSO CONSIDER:
+ Integration with ClI solutions (s)
* Monitoring integrations

+ SLAS

* APl testing / Service Level Testing
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CITOOLS

+ Scheduling/Triggering performance tests
« SLA pass/fail (error rates, response fimes, throughput...)

+ Allows data to be trended over time (Response Times, Errors, Throughput...)

@ pérformance
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APM SOLUTIONS

Production feedback loop
Monitoring QA and Staging environments
Compare Pre-PROD data with PROD

Automate collection of data
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PROD L QOF
Avg Dom Avgeags | P
‘Combined Page Views S avg DomProcessing Rendering | Combined Backend
Ave ety | ouration (a5%) | =6 | puration | (asw) (95%)
APP DYNAM I C S Search 650 150128 4560 190 229 661 2.30 838 16.05 4.02
Login 877 76081 137 741 127 432 0.10 0.22 34.62 32.28
View Cart 1553 29486 14.60 133 1454 4875 0.06 0.2 50.82 230
Add To Cart 1158 10640 310 249 905 3401 0.05 0,08 3835 33.76 459 408,055
Checkout 19.33 5998 18.2 .08 18.20 60.56 0.05 .88 60.00 89 371,168
Categary 652 3841 3L .76 21 450 104 68 428 28.39 125,505
Reglstration 1233 2621 17 .60 1168 4653 0.05 64 4657 o7 124,857
Wy account 13.26 3898 0.7 1252 [X; 204 0.04 64 102 2962 119,231
Update password 1056 30.08 192 30.00 93.94 0.08 0.36 97.23 92.03 521 102,679
Delete item from cart 2745 092 523 050 251 0.03 0.04 30.04 074 29.30 82,591
FomepagE 1230 0.66 1223 2188 007 013 4236 4157 129 68,439
Filter/Facet 137 6.80 0.86 6.00 051 0.11 12.45 1.70 10.75 59,539
Search 0.71 536 0.68 158 0.03 0.1 2696 114 2581 51,299
Login 382 195 065 204 317 15.00 1944 14.72 471 35,568
View Cart 17.96 i 037 078 17.60 46.41 5037 47.24 313 30,223
Add To Cart 643 127 6.41 2092 0.02 0.04 24.04 17.62 641 27,

igdynatrace

22
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DEEP ANALYSIS

Web Request Performance Analysis

This dashboard gives you a performance ovenview of every Important web page.
Select 3 Web Page, analyze response time and l0ad distribution in the charts and identify root cause of performance and scalability problems in the diagnostics charts.

Application Splittings “Count Faled %  Avg * Load vs. Response Time
® Default Applicati services/C 719 0% 086 .
© Defout Application.  orange;sf 549 0% 28.. BECCETL L ERL BT S L L L
® Default Application contact-orange st 207 0% 1. 1200 1205 1210 1218 1220
@ Default Application 192 0% 1557
@ Default Application ‘orange-booking-finish jsf 187 0% 110..
® DefautApplication  icefaces/resource 135 0% un
@ Default Application  orange-booking-reviewjst 151 0% 158
@ Defautt Application orange-booking- payment st 138 0% 632. H
@ Defaukt Application _ _invalidate_session n 0% 097 _
‘o 0 J »

) %4 Transaction Flow % Response Time Hotspots 13 Database @ Errors [ Web Requests
Visualization Mode : Topology -®
Business Transaction Filter: (no Filter)

Total Transactions : 2,773 (3264 per minute) | Inter Tier Time P
Failed Transactions: 0 0 %) ®

PERFORMANCE
TEST ANALYSIS

Entry Poirt-. [av)

0% =
Web Requeit—___

User

24
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APM DEPLOYMENT

AUTOMATING
RATA

DEPLOY APM TOOL IN ALL ENVIONRMENTS

COLLECTION

COMPARE DATA ACROSS ENVIORNMENT

13
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REQUIREMENTS & KPls

NEXT STEPS r

. Requirements and KPIs

> Understanding what is the goall Sample KPIs

and KPIs required for success
» Understanding cross team

Database query performance
Traffic being sent Mb/s

. Setup Performance CI Environment requirements : :
Right amount of logging
. Performance Scripting Process > Types of Tests Response times
| BEfre e LA » Team responsibilities Time to deploy new code
» Cloud Testing Rollback time

Response sizes

. Resulis incorporated info Cl solution
Autoscaling

> Circuit Breaker

@ pérformance
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TYPES OF TESTS =

+ End-User Experience tests (Ul)

Load

Traditional load tests e N
“escurces . m—
» Scaled down tests T :
« Large scale tests - — PERFORMANCE ClI
O MemOI’y |eOk TeSTS ENVIRONMENT Feramance Bmi?::s
EXAMPI.E s (Pass /Fail)
= [GitHub Test
APl fests (Service level tests) . oo L' RO
Integration tests =
» Autoscaling validation testing
@' performance CJ BHormance ©
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HIGH-LEVEL AUTOMATION WORKFLOW EXAMPLE

Transaction level response times

» G Source
o Request response times
<A ——
DeveloPer Commit Changes .
\/ APl response tfimes
l committed Changes Use case / script level response times
Trigger Cl Build
Tester
. Total # of Errors / Error rate
~.. Build Kick Off Test
)
o]
!@ Deploy to Prod pass / Fail . Throughpuf
¢ EE——
Production Continuous Automated .
Environment Integration Server Performance Test . Response s|lzes
CJ pofformance 31 )
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RESULTS

Avg. Resp. Time (pages) Performance Trend Booking Flight Script (Avg)

Throughput

Health . Tvave]

Requests Per Seconds

[==Reauests Per Seconds] 7
178

Tusuravee

Responding time

& R T g g B f 3 ¢ \
e - . \¥
Business

.

Car

House

[=ermors
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KEY CHALLENGES

CASE OF THE INTEGRATION CALLS

ProductintegrationDLL
. . o PROD A "‘
o Integration Timeouts

Duration (3
Fromm un 8 00159t Ju AlSarss

SN A~ ) [ / \
e NN~ N N [\ TEST [\

. o Unable to diagnose and resolve issues [ /

6L Serve

o S s~ — — L -
C o -
NN 3 0o NS - st
BankintegrationDLL
E TEST [
% /1/\/ \‘”\ i'; \ / .‘I‘ I"‘
/ A \ / B ougion @se 1257 | [\
Back to back months of Handled only 50% of Struggled to handle 10 . // - L'-\ P F’“"“”“%H"”?“ f \
integration call issues projected peak fraffic concurrent users without B 7\ / \ /" - —*
seeing integration errors ¥ NN v
C o
SR ~o Curation GRS o Durion
@' performance C’J Fé‘ﬁtxma)\gs
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TESTING INTEGRATION CALLS

Validate Personal Data (Avg)

n
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Test Result Trend

T 3 oz 8 § ¢ ¥ 1 @
uakabge falures) soianae

# Back to Dashbosed

Project Integration Calls Test
s sescomin

Avg. Resp. Time (pages)

.v.,,‘.,_

= Jrrm—.

tegnd
:

* Permalinks

S1able bt (345). 16 b

* Lastauccosss buld 951 v Zin 530
* Laatunsiabss busd #5214 11 20380
+ Uhsluntuceass cid 05201 10 2t a0
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Ul LEVEL TESTS — TRANSACTION TRENDS TAKE AWAYS

Approve Case .
Print PEen, e = Collaboration

 —— o —— e . Testability
' s = Seftting up the right tests

average

£
L

SUSISRNRRPIITIISTIGGUCIOSASRovATIELRRITITIIIIRCRR IR NNL i ] Comporlng resu”s over Tlme
"""""" =  Automate result collection
Review Application Search
[ e B A e B Ingem mgseewn L mmeneg

. A : -
2 _ — \\—L/-—\_ e T ,,‘ (- ‘|‘ I‘/\\J‘ o/
i B i | |f (- R

: | \ AUTOMATE, LEARN, UPDATE, ITERATE

BT ORI RN T EITH] N T Ty T T T e Ty T T T T TP ES TR E IS TR T T T

@ pérformance
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COLLABORATION

Access to PROD data

Testing In PROD

ADDITIONAL THOUGHTS

Incoporate performance info every feam
Plan for large scale on-demand tests

Notifications (i.e. Emails, Chat)

|
i3

Il
e
]
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THANK YOU FOR ATTENDING THIS SESSION

Amit Patel
Total Performance Consulting
@aapatel
apatel@totalperform.com

@TotalPerform
www.totalperform.com

@' performance
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